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Wang Yawei - shares in Sanju environmental protection.
(a) Flat Event

Event: Investment 0
trigger
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Citic Securities @equired 100% equity of Guangzhou Securities.

- subject  proportion target
trigger A few models for overlapped and nested EE
Event: Share Transfer includes several successive stages to extract event
(b) Overlapped Event ) )
——————————————————————————————————— triggers and arguments, which suffer from error
Event: Positive Regulation =0 .
trigger propagation.

Degraded CGN stimulated ICAM-1 expression in monocytes.
A

Theme

Event: Gene Expression trigger

(¢) Nested Event

Figure 1: Examples of three kinds of events, includ-
ing a flat event (a), overlapped events (b), and nested
events (¢). Different event mentions are denoted in dis-
tinct colors. Triggers are marked with red boxes while
areuments are underlined.
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Figure 3: The architecture of our framework. Given a target event type embedding e; of type ¢ (e.g., transfer share),
the goal of our framework is to 1dentify its triggers, arguments, and corresponding roles in the input sentence.
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(b) Event: Transfer Share

Figure 2: Two examples to illustrate our tagging
scheme. We formalize the overlapping and nested EE
as word-word relation recognition, where S-T and S-A
denote the relations between the head and tail boundary
words of a trigger or argument, and R-S, R-O, R-T, and
R-P denote the relations between the trigger word and
the argument words with the roles “subject”, *
“target” and “proportion”.

object”,

Problem Formulation

X = {271,272,...,:1?_3\;} ;
event type e € &,
span relations S

role relations R

 §: the span relation indicates that z; and z;
are the starting and ending token of the ex-
tracted trigger span S—T or argument span
S-A,wherel <1< 7 <N.

* R: the role relation indicates that the argu-
ment with z; acts the certain role R—x of the
event with the trigger containing z;, where
1 <1,7 < N.  indicates the role type.

* NONE, indicating that the word pair does not
have any relation defined in this paper.
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@ Chongging University N ang:j'TAeclhn' o
/ of Technology " 'qu

Artificial Intelligence

#Ovlp. #Nest. #Sent. #Events

train 1.560 - 7,185 10,227
FewFC dev 205 - 399 1,281
test 210 - 898 1,332

train 054 1,628 8,730 6,401
Geniall dev 121 199 1,091 824
test 125 197 1,092 775

train 347 784 4,000 2,743
Genial3 dev 44 100 500 352
test 42 88 500 320

Table 1: Statistics of the datasets. “Ovlp.” and “Nest.”
denote the sentences with overlapped and nested events,
respectively.
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Experiments

\ W aY | | B B BN a2 B H AP )

BERT-softmax 89.8 790 840 802 61.8 698 746 628 682 7T25 602 658

Flat EE BERT-CRF 908 808 855 817 636 715 751 643 693 729 618 669
BERT-CRF-joint 89.5 798 844 80.7 630 708 761 635 692 742 612 67.1

Ovip. & PLMEE 837 858 847 756 745 751 743 673 706 725 655 6838
Ne‘;stp.EE MQAEE 89.1 855 874 797 76.1 7T77.8 703 683 693 682 665 673
) CasEE 894 877 886 719 785 782 728 731 729 713 T15 7T14
Ours OneEE 88.7 887 887 79.1 803 797 754 770 76.2 740 729 734

Table 2: Results for extracting all kinds of events on FewFC, where TI, TC, Al, AC denote trigger identification,
trigger classification, argument identification, and argument classification, respectively. We run our model for 5
times with different random seeds and report the median values.
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M N\

TH%) TC(%) Al(%) AC(%)

e Geniall
BERT-softmax 67.8 644 574 56.0
BERT-CRF 68.3 64.8 583 56.9
BERE-CRF-jomt ~ 670 641 602~ 581 Ti(%) TC(%) Al(%) AC(%)
PLMEE 67.3 65.5  60.7 59.4
CasEE 700 670 620  60.4 OmeEE 8.7 T 762 34
OmEE T ° 715 695 659 &5 w/o Attention 883 795 759 7238

. w/o Gate 38.4 79.3 75.3 72.6
* Gepialy w/o Fusion Layer ~ 88.0  78.7 75.2 72.2
BERT-softmax 774 759 699 67.7 e
BERT.CRE 188 774 70.1 682 w/o Position Emb. 38.1 78.7 74.1 71.8
BERT-CRF-joint 776 757 719 68.2
PLMEE 793 783 721 707 Table 4: Ablation studies using FewFC.
CasEE 80.5 78.5 737 71.9
OneEE 819  80.8 768 72.7

Table 3: F1 scores for extracting all events on Genial |
and Genial 3.
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S ©F | Model Stage  #Param. Speed (sent/s) Ratio
% 20l i PLMEE Two  204.6M 19.8 x1.0
E CasEE Three 120.7M 62.3 x3.1
O —a&— OneEE w/o Pos. OneEE One 114.2M 79.4 x4.0
<6or-e- OneEE 'S OneEE"  One  1142M 186.5 x9.4
1-10 11-20 21-30 31-40 41-50 =50
Distances Between Triggers and Arguments Table 5: Parameter number and inference speed com-
Figure 6: FewFC results of extracting triggers and ar- P .arisnns on FewFC. All mndﬂl‘s are tﬂste::l with baFCh
guments with different distances. The red line denotes size 1, dti_:nntﬂs that the mnd?l Is tested with bf‘lmh s1ize
that position embeddings are used while the blue line 8. The ratio denotes the multiple of the speed increase

not. with regard to PLMEE.
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Figure 7: Four kinds of role label strategies. The goal
is to predict the relation between trigger head and ar-
gument head (a), trigger word and argument head (b),
trigger head and argument word (c), and trigger word
and argument word (d).
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Figure 8: Results of AC with different role label strate-
gies on FewFC (a) and Geniall (b) datasets.
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Figure 5: Results for overlapped trigger (a) and argu- Event Number
ment (b) extraction on FewFC, and nested trigger (c),
and argument (d) extraction on Genial 1. Note that only Figure 9: Results of different event numbers on
the sentences that contain at least one such event are FewFC.

used.
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